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Abstract

A cental chdlenge in ad hoc networksis the de-
sign of routing protocolsthat canadag their be-
havior to frequem and rapid changes at the net-
work level. Choosingbetweenreactive proac-
tive, or hybrid routing regimesand selectingap-
propriate confguration parametes for a chosen
protocolare difficult tasks. This paperintrodices
a framavork, called TAF, for seamlesshyadapt-
ing betweenproactive and reactiverouting pro-
tocols. This generl framavork enablesa proac-
tive and reactiveprotocol to coexist on the same
network, providesa low-averhead medanism by
which thesetwo routing strategies can be com-
bined at fine grain and proposesan analyticd
model for autamatically adjusting protocd pa-
rametes. Combined this metanismand modé
enalde a protocol within our framevork to find a
nearoptimal mix of proactiveandreactiverouting
strategiesfor the mobility rateandtraffic patterns
observedon the network. We examinethe appli-
cation of this tempoal adagation framevork to
the constructian of three specializedad hocrout-
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ing protocols. Theseprotocds minimize padet
overheal, achieve a targetedlossrate, and min-
imize routing latency using the TAF framewvork.
In all three cases hybrid protocolsbasedon the
TAF framewvork performaswell asor betterthan
a proactive(TORA)anda reactive(AODV) proto-
col.

1 Intr oduction

Mobile networks arecharaterizedby chang[14].
Many of the diverseapplicationareasfor ad hoc
networks, including emegeng relief operatims,
battle-font applicatioys and ervironmental data
collectian, exhibit a high degree of tempoal or
spatial variation Nodesmay join the network
at ary time, get discomectedas they run out of
power and alter the physical network topdogy
by moving to a new location Link charateris-
tics, suchasbit erra ratesandbandwidh, might
charge due to extemal factos such as interfer
ence. And traffic patterrs in the network might
shift drasticallyas applicatiors modfy their be-
havior and redistritute load within the network.
Conseqantly, a primary challengein ad hoc net-
works is the designof routing protocds that can
adap their behaior to rapidandfrequentcharges
seeratthenetwork level.



Marny routing pratocols have beenpropcsedto
address thesechallengs. Ad hoc routing prato-
cols proposedto datefall betweentwo extremes
basedntheirmode of operdion. Proactiveproto-
colsexchangerouting informationperiodcally be-
tweenhosts andconstantlymaintaina setof avail-
ableroutesfor all nodesin the network. Reactive
protocols ontheothea handdelayroutediscovery
until a particularrouteis required, andpropagate
routing information on demandn responséo re-
questsBoth proactive andreactve protacolshave
inheren advartagesdependingon the charactes-
tics of the network and the obsened traffic pat-
terns. Proactve protomls canprovide godd relia-
bility andlow lateng in the presene of high mo-
bility in thenetwork. However, they entaila high
overheadand scalepoaly with increasingnum-
bersof participating nodes. In contrast, reactive
protacols can achieve low routing overhead, but
may alsoleadto increasecpaclet losswhenthe
topolagy changsfrequentlyandmay suffer from
increasedatengy dueto on-demandoutediscor-
ery androute mainterance.Sincethe charactes-
tics of areal-world network varydynanically with
time, choasing an apprgriaterouting protol is
adifficult deploymentdecision.A pratocol suited
for a given mohility rate andtraffic patternmay
behae inefficiently asthe mobility and comnu-
nicationpatterrs charge. A fixedrouting strateyy
represets a brittle decisionembdalied in the net-
work, makingit difficult to adaptto charging con-
ditions.

In this paper we presentTAF (Tempaally
Adaptive Framevork), a gereral, unified hy-
bridization framewvork for seamlesslyswitching
betweenproadive and reactive routing regimes.
TAF enaltes botha reactve anda proactie rout-
ing protacol to coexist onthe samenetwork. TAF
usesthe proactize pratocol to pre-alculateroutes
for a comma destinationat all nodes within the
proactive zoneof that host. The proactive zone
is simply the set of surronding nodes that are
reachale within a given,anddestinatiorspecific,
numter of hops of the destinationnode. This

zore enableglestinatiosto createanareaarourd
them with constantlyupdded, available routes.
Nodesoutsidethis zoneusea traditioral reactive
adhocrouting algorithm to discover routeson de-
mard. Unlike traditioral reactve protccols, how-
ever, routerequestsneednot be propayatedall the
way to a given destinationuncer TAF. Any noce
attheboundaryof thedestinatiois proactive zone
canrespondo aroutereqestandcurtail a costly
route requesfrom propagatimy throughthe proac-
tivezone.

The central insight betind TAF is that judi-
cious adjustmat of the proadive zone enables
TAF-basedprotocds to find nearoptimal trade-
off betweenproactive route propagationand on-
demand route discovery in an ad hoc network.
This inheren trade-df is one of increasedover-
headfor proadive informationdisseminatiorver-
sus reducedlatenciesand loss rates stemming
from preccompued partial routeswithin a zone.
TAF providesanaturalintegration betweerproa-
tive andreactive regimesby adjustingthe size of
the proactive zone. A proactive zoneof sizezero
correspond naturallyto a purely reactve proto
col, while azonewhoseradiusequalghe network
diameer correspadsto a purely proadive proto
col. TAF providesananalytical modé¢ anda low-
overheadmechaism for deternining the size of
this zone andthusfinds a nearoptimal combira-
tion of proactie andreactie routingfor thegiven
network topdogy, link charateristics,andtraffic
pattern It constantlymeasureshesemetrics,and
adapts the proactive zoneof eachnodeto reflect
the besttrade-df.

Idedly, A framework for hybrid routing proto
col constructio would exhibit thefollowing prop-
erties:

e Generd-purpose The framevork shoud
acconmodatemary differert kinds of reac-
tive and proactve routing protomls. The
framework shoud enablethe corstruction
of protacols for optimizing diverse network
metrics.



o Effective: Protocolshasedon the hybridiza-
tion frameawork shouldperformaswell asthe
better of the reactve and proadive routing
protccols.

o Efficient: The framework should not re-
quire excessive commuicationoverhead la-
teng or power andbandvidth consumption.
Theframework shouldenablenodesto malke
decisionsindepeidently, without requiting
costly opeationssuchasdistributedconsen-
sus.

e Adaptive: The framewvork should enable
protacols to adaptreadily to charging net-
work topolagies,link charateristicsandtraf-
fic patterrs.

e Multipr otocd/Multimetric : Differ-
ent nodes in the network shoud be ableto
pursuedisparategoals. Eachnodke shouldbe
ableto adjustthe routing protocd optimiza-
tionsto sereits servicerequirenents.

e Backwards Compatible: The hybridiza-
tion framework shoud usewell-studied off-
the-shelfcompmentswherever possible. It
shouldbecompmtiblewith existingstandard.

This paperdescribeghe TAF framework and
malkes the following contritutions. First, it pro-
videsanove, generalpurpese,adaptivetechniqie
for hytbridizing proactive andreactve routing al-
gorithms desirably over time. The framavork
embodes a low-overhea mechaism for node
manag@ment, and an analytical model to guide
the fine-graintrade-df betweencompeting rout-
ing regimes. It enablesnultiple nodesin the net-
work to pursuedisparategoalsof optimizatian at
the routing layer. Second it describesthe ap-
plication of this framavork to the constriction
of threeseparatgratocolsfor minimizing paclet
overhead reducing lateny andachiesing a target
lossrate,while alsooptimizing othernetwork pa-
rameters.Finally, it describs, through a simula-
tion studyandanalysisthattheresultingpratocols

areasgodd asor betterthanbothpurelyproactie

andpurely reactize pratocols. Overall, this pager
denonstrateghe casefor hybrid, adaptve rout-

ing protacols,quarititatively shaving thattheideal
point for achiering an optimal paclet overead,
loss rate, and lateny residesat a varying point
betweerfixed, purely reactve or purely proactie
pratocols. It shavs that pratocols built on top of

the TAF framework perfam well becasethey dy-

namically find configuationsvery closeto thatop-
timal.

Therestof this papetis organizedasfollows. In
the next section,we discussrelatedwork on uni-
castrouting protacols,andplaceour hybridizatian
appoachin contet. Section3 presentsurframe-
work, outlines the analytical model that drives
adapationin TAF, anddescribeshreeTAF-based
pratocols for optimizing different, relevart met-
rics. Section4 describeour implemenation de-
cisionsand ary changswe hadto male to off-
the-skelf protacols. Section5 shawvs thatthe TAF
framework leadsto hybrid pratocolsthatcanout-
performthebetterof thefixedrouting regimes.We
corcludein Section?.

2 RelatedWork

While the vastmajority of the routing protacols
proposedto-datefor ad hoc networks are purdy
reactive or purely proactive, somehytrid proto
cols have beenproposed. We provide a brief
overview belov, and summaize how they differ
from our framework. Overall, while the otherhy-
brid apprachescombire proactize routing with
reactive routing, few attemp to explore thetrade-
off betweenrthe two, or adap their paranetersto
bestsuittheobsened molility andtraffic patterns
onthenetwork.

CEDAR [15], Core-Extraction Distributed
RoutingAlgorithm, is ahybrid protacol thatusesa
coreextractian algorithmto partitionthe network
spatially into neighlorhoals around core noces.
Thesecore nodesperform the paclet forwarding



tasksin CEDAR, while they also maintaintheir
topolagy throudh periadic broadcasts. CEDAR

usesa QoS algorithm to compue the shortest
widest path betweenthe set of core nodeson a
given path. CEDAR periodcally invokes a sta-
ble distributed agreementalgoithm to compute
thecore,but thecoreis modifiedonly in respose
to topology changes.

ZRP [3], Zone Routing Protocaol, is a hybrid
routing pratocol that divides the network into
zonesarourd eachsender Proactve routing is
usedwithin zones, while a reactive routing algo-
rithm is usedto propagatenter-zonepaclets. For-
wardingin ZRP is perfamed via bordercasting,
whereeachnodesendsapacletto thenodesatthe
bourdaryof its zone.Unlike CEDAR, ZRP nodes
arenot spatiallytiled; the zonedecomppsition is
root-directed(deteminedrelative to senderspand
overlapping Selectionof the appopriatezonera-
diusfor optimal ZRP perfamancels a nondrivial
task[11].

ZHLS [6], Zonebased Heierarclical Link
State,is similar to ZRP in thatit alsois a hyhrid
appr@achbasednthenotion of azore. ZHLS re-
quiresphysical locationinformationduring zone
deconposition,keepsthe zoneconrectiity infor-
mationin eachnode and oncethe praocol per
forms zone assignmets, zonesizesdo not vary
dynanically.

HARP [9], Hybrid Ad-hoc RoutingProtocol,is
a hylrid protccol thatcombinesproactive andre-
active appoaches. It relies on a distributed dy-
namicrouting (DDR [8]) protacol for decomos-
ing the network into zones. A setof forwardng
nodes in eachzoneis respoible for communi-
catingwith nodesin otherzones.HARP usesits
own customprotoal for inter-zore routing, whose
main goal is to reducedelays through early path
maintenace.

ADV [1] is Adapive DistanceVectoralgotithm
that exhibits on-demandcharateristicsby vary-
ing the frequency and size of routing updats.
While compaisons shav that it performs better
thanAODV andDSR underhigh mobility, its per

formancecharateristicshave not beencompared
to proactive protacols.

Someresearcher[7] have exanined supplat-
ing reactve praocols with timerdirected route
discoveriesto producebackuyp routesprior to los-
ing the primarylink. Their protacol usesa fixed
timer valueacrossall nodes, which is determine
offline from apasthistoryof link failurestatistics.

TAF differs from theseappoachesin several
fundamenth ways. First, TAF adaps in both
thetempaal andspatialdomain to changng net-
work condtions. In previous work, the regions
in which proactive andreactize protools areexe-
cutedarespecifiedonceandfor all atdeplo/ment,
or compued in a separatecostly topolagy cre-
ation phase. In contrast,TAF actively variesthe
routing tradeof in the tempoal domainbasedon
current network measurermnts, obviating a sep-
aratetuning or self-calibrdion step. This varia-
tion enalbes TAF to explore the tradedf between
proactive andreactve routing at fine granuarity.
Secoi, TAF enabls eachdestinatio noce in the
network to pick its own parametes for optimiza-
tion, andselectthetradedf bestsuitedfor its own
need. This suppot for multiple adapive proto
colsin thesamenetwork is quite versatile. For in-
stancepne TAF nodecanadapttherouting layer
for redwcedlateny of accessvhile anottertargets
reliabledelivery at a choserlossrate. Third, pre-
vious work relieson explicit messagindor zone
corstruction. In contrast, TAF nodes basetheir
decisiors on locally gatheed information, anda
novel timeoutbasedzonecontrd schemeallows
TAF zonesto shrinkand grow without excessie
cortrol and synchonization overhead. Finally,
zore sizesarevariableanddynanic in TAF, and
dependon network traffic, link charactasticsand
amaunt of routereuse.Thesethreemetricseffec-
tively captue the benefitto be gaired from mod
ifying the zonesize. Previous work usesinelas-
tic metrics, suchas hop counts,in corstructing
zores,whichlimits therespmsivenesof therout-
ing layerto changsin themobility rateandtraffic
pattern



3 Approach

In this section,we descrile the TAF framework
for dynamic adapation betweerproadive andre-
active protocols basedon the charateristics of
the network. We discussan analyticalmodel that
provides the insight behird the operationof this
framework. We thendescrile threeinstancesof
applyirg this framework to the construction of
specializedprotocds. Theseprotomls minimize
paclet overheadachieve atarget lossrateandre-
ducenetwork latengy, respectiely.

The TAF framewvork adaptsbetweenreactve
andproactive routing by dynamically varying the
amourt of routing informationsharedproactively.
It doessoby definingaproactivezonearoundeach
node All nodeswithin this zore maintainroutes
proadively for a given destination. The node-
specificproactivity radius definesthe nunber of
nodes in the proactive zone. Eachneightor at a
distancdessthanor equalto the proactivity radius
is a membe of the proactve zonefor that node.
All nodesnotin theproactie zoneof agivendes-
tinationusereactie routingprotacolsto establish
routesto that node. The tradeof and amortiza-
tion opportunity restson manipuating this radius
apprgriately. By increasingthe radius, TAF can
decreas¢helossrateandthelateng for routees-
tablishmen but will paymorein pacletoverhead
to keeproutesfreshin alargerzone.By decreas-
ing theradius, TAF canredwcerouting overheadas
fewer nodes needto be proactively updated how-
ever, it maypaymorein routefinding lateng and
expeiiencehighe lossrates. Using this tradeof,
TAF canactasa completelyreactie protacol by
setting the proactiity radiusof all the nodes to
zero. Corversely, TAF canemulatea comgetely
proadive protocd by settingtheradii to equalthe
network diameter In a typical application TAF
would maintainproactive zonesonly arourd afew
hotdestinatios.

Theprimarychallergein the designof a hybrid
protacol is how to determire the optimal trade-
off betweenthe compnentsof the hybrid. Ide-

ally, a hybrid protacol would achieve fine-gained
cortrol over this tradeof, incur low overheadfor
adapation and exploit information locality for
maximum efficiency.

TAF achierestheseggoalsby enablirg eachnode
to determineits own proactvity radiusbasedon
local information. Specifically the proactivity ra-
diusin TAF is a function of the amount of data
traffic destinedo thatnodeandthe mohility rate.
This function is deteminedlocally by eachnode,
andupdatego theradiusaredisseminatethrough
its proactive zoneby piggy-backng themon peri-
odicmessages.

Chandng the proactivity radius in TAF entails
little overhead.Expardingtheradiusfromr to s is
dore by broadcastinga cortrol (CTL) paclet that
adertisesthe new radiuswith atime-tolive field
of s. Theproactie zoneis maintairedimplicitly
by piggybacking the current value of the radius
ontotheperiadic pacletsexchamgedby theproac-
tive pratocol. Nodesreceving this paclet partic-
ipatein the proactive pratocol. Shrinkirg the ra-
diusfrom s tor is dore by broadcasting different
CTL pacletwith atime-tolive field of s, andnew
radis field of r. In responsenodesin the proac-
tivezoneatadistancegreatethanr terminatetheir
proactive activity for this destination. Note that
this scheme=xhibits gracefu degradationwithout
needfor costly reliable multicastservicesor dis-
tributedconsesusprotowls. If thecontrd paclet
is lostin the network, the nodes within » hopscan
maintaintheir participationin the proactive proto
col, while nodesbetweenr ands hops will time
outanddropoutof theproactive zone.

This mechaism basedon proactvity radius
providesa virtual 'slider’ by which TAF caneffi-
ciently controlthe trade-df betweerthe proactve
andthereactie routing pratocol at fine granudar-
ity. Thechoiceof the predsesettingfor theproac-
tivity radius depend on the goalsof the system.
By varying the radiss selectionstratagy, a TAF
nock cantry to optimizefor differentnetwork met-
rics. In therestof thissectionwe describénow we
appgied thegeneal TAF framework to createthree



differenthybrid protccolsoptimizedfor overhead,
lateny andlossrate. In all threeof thesepro-
tocols, the radii aredeternined independetly by
destinatios basedon acomman analyticalmodé
of the network. This modelcapturegheinheren
trade-dfs betweerovemead latengy andlossrate
andis usedby TAF to determire the optimal set-
ting for the proactivity radius.

3.1 Model

In this section,we outline the analytical modé
that forms the foundation of the TAF framework
andenaltes aninformedtradedf betweenproac-
tive andreactve routing protocds.

Proactve routing relies on perialic transnis-
sion of route updates. Consequetty, the cost of
proadive routing at eachnodeis indepenent of
the commurication patterrs in the network. Let
the notation N/* represehthe numker of noces
in proactve zore of radius r arownd nock A. If
the network topology hasa uniform density there
would beappraximately samenunberof nodesin
the proactive zonethroughout. Let the proactive
routing pratocol sendperiodicpacletswith afre-
querty f ateachnode Thenthe cost,in nunber
of paclets, of settinga proactize zone of radius
r arondA is f - N2 pkts/sec.A proactie rout-
ing protacol running for T' secondsvouldincur an
overheadof theorderT - f - N2 paclets. This cost
is independentof thenumter of datasour@swith
A asthedestination

Reactve routing pratocolsincur anoverheadat
thetime of route discovery. Theoverheador node
B to discover aroute of lengthh canbeestimated
to be N2 paclets, where NP is the nunber of
nodes at distanceat most A from B. This over
headis incurred by the broadcasbf routerequest
paclets.Mostreactie protacolsuseoptimizatiors
to restrict the route discovety to a few hops be-
yondthe actualdistance.ln a staticnetwork, this
would be the only overheadfor reactve protacol.
However, mollity in thenetwork causesoutes to
break requring extra overheadto discover alter

native routes.Consequetty, the ovetheadof are-
active routing pratocol dependson the numter of
link failuresin the network aswell asthe route
lenghs.

Let the parametei\ definethe averaye lifetime
of alink in the network. If thelink breaksoccur
independerly andthelink lifetime follows anex-
porentialdistribution, themearlifetime of aroute
of lengthh hops is definedby % In practice Jlink
failures do not occu indepeidently, makirg this
quantity anapproimation. In Section5, we shov
that this formula apprximatesthe obseved val-
uesof averageroutelifetime quite closely Thus,
ruming the reactive routing protool for T' sec-
onds generéesapproxmately 7' - § routebreaks
for eachroute if h is the averag numter of hops
of theroutesfound in thistime.

Thetotal overheadfacedby a reactve routing
pratocol canbe estimatedo beT" - % - Np, where
h is theaverag lengthof therouteand NV, is the
avergge numter of nodesat thatdistancefrom B.
This expressiongives the cost for route discov-
ery and maintenane of a single route. If there
are S sourcesrouting pacletsto the samedesti-
nation thenthe overdl costcanbe expressedas
T-S- % - N},. This canbe comparedto the cost
T - f - N, of maintainirg theroutesusinga proa-
tive routingprotacol.

Theforegoing discussiorprovidesthe intuition
betind the commaly held belief that reactie
routing protocds have low overheadwhenmohil-
ity is low andconrectionsaresparsewhile proac-
tive routing protacolsaremoreefficientwhenmo-
bility andrate of routereuseare high. For equal
values of r and h, the cost of reactize routing
increaseswith the numkber of sourcesaswell as
the mohility rate. Thus, the fixed costof proac-
tive routing canbe amotized acrassthe multiple
soucesthatare sendingpacletsto the samedes-
tination enablirg it to outperform reactive rout-
ing. Similarly, whenthe mobility in the network
increases,the averagye link lifetime A decreases
in proportion forcing reactve rouing protcacols
incur higher aggegate costsfor route discovery.



Thus,themodel enableFAF to quantifythetrade-
off betweendifferert routing regimes in termsof
overhead.

A similar tradeof exists for reliability. Proac-
tive protacols maintainroutesconstantly Con-
sequently they incur low loss ratesas they can
quickly find alternatve routesin resposeto link
failures. In contast, reactve protccols detect
route breakshy attemptimg to sendpaclets and
hencesuffer from pacletlosswheneer routesare
broken. Sincethe frequeng of route breals is
givenby % thelossrateof areactie routing pro-
tocolcanbeexpressedis pL/\ wherep is therateat
which pacletsaresentby the source.Thus,when
the motlity in the network is high, reactve pro-
tocolsmight suffer muchhigherpacletlosscom-
paredto proadive pratocols. Otherfactors,such
as congestionalso affect the lossrates,but in a
mobile ervironment, theimpactof link breaksof-
tensurpassestherfactors.

While the mocel presentedhere provides a
quartifiable metric that canguide how to modfy
the proactive radiis, it is an apprimation. The
valuesit compues may diverge from the actual
behaior of the deployed routing protacols. Op-
timizationssuchas exparding+ing search,route
cachesJocal route repar, multiple routeswould
impact the actual cost obsered in the network.
However, we shaw in the evaluation sectionthat
the modé captuesthe overheadsof routing pro-
tocols with sufficient accurag and leadsto the
constrietion of adaptve hybiid protomls that
outpeform purely proactive andreactize routing
regimes.

In thenext sectionwe discusgheapplicatian of
this frameavork to the constrution of specialized
routing protacols. Sinceeachnodemakesinde-
pencentdecisiors, furtherdiscussionin thepaper
only describeadapation at a single node. How-
ever, theseprotomls apply equallywell to multi-
ple nodes,asthe adaptatiordoesnot requre ary
consenssior communication betweenparticipat-
ing nocks.

3.2 Minimizing Packet Overhead

Routingoverheads a critical considertion when
chaosing routing pratocols. In mokle environ-
mers, nodes are typically limited by battery
power. Routing algorithns that requre exces-
sive comnunication will experiencegredly di-
minisheal systemongevity.

We proposea pratocol for minimizing the per
paclet overheadof routing algoithms basedon
the TAF framavork. Called TAF-PO, this proto
col perfomsadynamicadaptatio betweerfixed,
high cost proactive routing protacols versusthe
valying costsof reactive pratocolsin orderto min-
imize routing overhead. The cost of proactve
rouing shaws little varation with mohility and
traffic patternsandinsteaddepeinls mostlyonthe
nunberof nodes in the proactive zone. However,
thecostof reactiverouting protocad varieswith the
nunber of sourcescomnunicatingwith a given
destinatio, aswell asthemobility in the network.
Depemling on the instantaneos valuesof these
paraneters,thereis an oppatunity for optimiza-
tion by choosingoneroutingregime over anotler.

The goal of the TAF-PO protccol is to dynam
ically find the valuesfor proadive radii thatopti-
mize the total cost. Using the modelintroduced
in Section3, the expression% - N}, descrilesthe
costof reactve compmnentfor eachsour@, where
h is the number of hopsalongtheroutethatuses
reactve routingprotccol to forward pacletsandi
is the meanlifetime of a link. By increasingthe
proactive radius,we canredwethevalueof h and
deceasethe costof the reactve commpnent. The
costof theproactive compnentis given by theex-
pressionf - N,., whereN,. is thenumker of nodes
in theproactive zone.By keepiry track of theval-
uesof h, A, Ny, N,, the destinationcan predict
whether anincreaseor decreasén the proactvity
radits would lead to an improvemen in routing
overhead

Keepirg track of the metricsrequied for TAF-
PO is straightfoward. The value of h, route
lengh, canbeobtairedfromthetimetolive(TTL)



valuein thelP headenof thedatapaclet. Thevalue
of A, meanlink lifetime, is tracked at eachnode
within the proactive zoneby measuringhe aver-

agelifetime of eachof the links. Eachnodeap-
pend themeasuredalue of A andthe nunber of

its upstreamnocdesto the periadic beaco paclet
it usesto sendupdates.Thisinformationis aggre-
gatedby the proadive nodces andthe cumuative

resultsarepassedn to the destination Thusthe
destinationcanobtainthe valuesof A, A, and NV,

for nodesandlinks in its proactie zone. It then
apprximatesthe valuefor N basednthevalue
of N, assuminghatthe node densityis approi-

matelythe samearourd bothregions. Estimation
of N, posesarestrictionthatthe proactive radius
unde TAF mustbe greaterthanor equalto one,
but theimpactof thisrestrictionontheoverall cost
of TAF-POis smallandconserative.

Under TAF-PO, the destinationestimatesthe
costbenefitsof increasingor decreaing the cur-
rentradiusbasedon the measued paranetersand
theanalyticalmodd. It thendecidego increment
or decrenenttheradiusif the estimatedenefitis
beyond a threshdd. We pick a thresholdof 1.2
for expanding the proactive zoneanda threstold
of 1.5 for shrinkng it. We pickedthesenunbers
basedn a setof simulationgperformedfor differ-
entvaluesof threshdds. A more rigorous estab-
lishmentof thethresiold valuesis beingexplored.
A higher thresholdis usedfor decremeting the
radiusbecase a decreasén radius could invoke
link breals andhencancreaseheovetheadof the
reactve compaent.

3.3 TargetLossRate

Lossrate is a critical paraneter for a network-
layer routing protacol. Higher layer pratocols
suchas TCP arequite sensitve to the lossin the
undelying layers. A routing protocd thatresults
in a high lossratewill experiencegreatlydimin-
ishedTCPthrowghptt [4].

We usedthe TAF framework to constriet a pro-
tocol,namedlAF-TLR, for achievzing atargetloss

rate. Thecoreoperatia of thepratocolis to adjust
the proactive zonein responsdo perceved loss
at the destinationsuchthat the pratocol doesnot
experienceloss greder thanthe targetedrate. A
secondry god of this protccol is to achiese the
targetedlossratewith the lowestpossiblerouting
cost. Clearly in the absenceof sucha restric-
tion, expanding the proactie radii to encanpass
thenetwork wouldtrivially propayateroutesto all
noces. However, this appioachis suboptimadue
to the excessve paclet ovetheadand consequet
power consumgion it would requre. TAF-TLR
usesthe TAF framework to pick the minimal suf-
ficient proactize radii to guaanteea tarmetedloss
ratewithout incuriing excessve overhead

TAF-TLR usesthe pereivedlossat eachnocde
asthe primary driving metric for adaptatio. In
essencehigh pereived losswill drive the proto
colto expard aproadivezone while low lossrates
will enatte it to shrink the zonesize. Thereare
mary directandindirecttechniqeesfor measurig
thelossrateatanoce. Forinstanceit is oftentriv-
ial to extractthis informationfrom TCP sequene
nunberswithout any extraspaceor timeoveread.
For simplicity, andin orderto support ary pro-
tocd on top of IP, we follow a more straightfa-
wardandconsenrative apprachfor measurig the
lossratethatrequiresslightly more spacein each
paclet. TAF-TLR attachesan IP option heacbr
to eachpaclet with the nurrber of pacletsgerer-
atedin thelastfew second. Thedestinatio noce
recadsthenumter of pacletsit recevedin anin-
tend of thesamdengthandusesheratioto esti-
matethe currentlossratefor therouting protocol.
While aproductionimplementatiorwoulduseim-
plicit datacollectionfrom highe layer protacols;
we notethatthe schemeepreseted hereis gen-
eralandbiasesTAF-TLR perfamanceowardsthe
corsenative side.

Oncea perceved lossratemetricis calculated
TAF-TLR manipulatesthe proactvity radius to
achiere thetargetlossratewithout excessie over-
head TAF-TLR operatesn epochseachof which
corsistsof a measuremerphasefollowed by an



adjustmento the radiusof proactity. If the ex-
ponentially decayng averag of loss ratesmea-
suredin the last measuremnt phasesis higher
thanthe target rate, TAF-TLR incremeits the ra-
dius of proactvity by one. If the percéved loss
rateis well belov thetarget lossrate,theradiusof
proadivity is loweredto reduceexcessve routing
overhead.TAF-TLR thushuntsfor theapprriate
zoneradius settingin asimilarmanneto the TCP
congestioncortrol mechanism[g.

3.4 Latency Optimization

The third protacol we constructecbasedon the
TAF framework is TAF-LO, a hyhrid protacol for
minimizing network latencieavhile redwingrout-
ing overhead.Reactve routing pratocolsmay en-
tail long perceved latencieson the order of sev-
eral second, sincethey perfom costly routedis-
covery operdions on-denand. This routediscor-
ery operationis repeatedrom scratchwheneer
brokenroutesaredetected Thusthelateng of re-
active routing protacolsincreasewith greatemmo-
bility in the network. In contiast, the lateng of
proadive routing pratocol typically depemnls only
on the distancebetweerthe sourceandthe desti-
nation. Recwety from lost paclets by transmit-
ting through an alternateroutemightincreaethe
overheadslightly whenthe network is highly mo-
bile. Thesedifferencesbetweerproactive andre-
active routing protacols male it possibleto devise
a TAF-basedadaptatiorfor finding a combiration
to miniimize lateny versugpacletoverhead.
TAF-LO manipuatesthe proadivity radiiin or-
der to achiere low lateny with minimal routing
overhead. Like TAF-TLR, TAF-LO requres a
metric that captureshe obsered lateng. Again,
suchmeasuremntsmay be perfamedimplicitly
from informationemboded in the transpat layer
protacols. However, we pick a simple apprach
and measureit directly from dataembeded in
paclets. This implemeration decisionis separa-
ble from therestof theprotacol. TAF-LO attaches
a paclet origination time into eachpaclet in an

IP option heade The lateny is then estimated
atthedestination.Sincewe areinterestednly in
theincreaseanddecreasén latenciesratherthan
theactualvaluesthe sendeandrecever neednot
be synchronizedandtheir clocks may be skewed
by ary arbitray amoun. We do, however, assume
thatthe clock drift betweersenderlndreceveris
negligible compaedto theround trip time.

TAF-LO opeatesin a mamer analogus to
TAF-TLR, but with lateny asthe metric for op-
timization In eachepoch the destinationincre-
merts its proadivity radiusby one. In the next
epch, it obsenes ary chan@sin thelateng and
cortinuesto increasehe radiusif the lateng de-
creasedeyond a thresholdfactor If the lateng
increasesbeyond a certain threshold the desti-
nation shrinks the proactive zone, but waits for
two epochsbefore increnentingthe radius again
This exponential bacloff stabilizesthe sizes of
proactive zonesandavoidsfrequentchangsasthe
TAF-LO pratocol searchesearthe optimalvalue.
In our implemertation, we usea thresholdof 1.2
for incremants,and1.5for decranents.

4

In this subsectionwe descrite the detailsof the
adapive routing protacols we built basedon the
TAF framework.

TAF uses TORA and AODV as off-the-
shelf commnents of the hybridization frame-
work. TORA, Tempoally Ordera RoutingAlgo-
rithm [10], is the proadive routing compaentin
TAF. TORA opeatesby maintairing adestinatio
roated directedagyclic graphindependenly for
eachdestinatiomnode. The DAG is definedby a
fivetuple heightcomputedfor eachnode TORA
performsrouting by forwardng packetsfrom high
nodesto lower nodesthatarecloserto theultimate
destinatio. This heightbasedappoachenables
TORA to have mary alternatve pathsand thus
avoid excessve commurication, as update mes-
sageqeedonly be sentwhena brokenlink is the

Implementation



lastdown streamedgeto a destination For there-
active routing compaentin TAF, we useAODV,
Ad-hoc On-cemandDistanceVectorrouting pro-
tocol [13]. An accompaying internetdrat [12]
describeshedetailedoperatio of AODV andhow
to setits timeous andparaneters.

TAF adaptshetweernthesetwo routing regimes
by adjustingthe proactvity radius asdescribedn
the previous section.Sincewe needto restrictthe
proadivity to asmallzonearourd thedestination,
we alter TORA to bourd its rangeof operatio.
Specifically TAF add a nev compnentto the
height tuple denotirg the distancefrom a given
destination Only nodes with a distancevalue
lessthanor equalto the proadivity radius partic-
ipatein TORA. Participaion requilessendingpe-
riodic beaconswith the heigh of the originating
node TAF usestheseperiadic pacletsto detect
link breaks We assumehatalink is brokenwhen
two corsecutve periodc beacmsaremissed.

Wheneer thelastdownstrean link of anoceis
broken, TORA setsthe height of thatnodehigher
thanall its neighborsusingavirtud clockto iden-
tify time of occurenceof the link break Since
this operdion chamgesthe distanceof that node
from the destination,we make the node guess
its distanceto be 1 hop more than the neightor
with smallestdistance.This modfication restricts
the proactiity to cortinuously remainwithin the
zone. In orde to prevent a drift over time,
the destination broadcastsa contrd (CTL) paclet
within the proactive zoneperiodcally thatresets
theheightof all thenodes.

TheCTL pacletsarealsousedto asserthecur-
rentradiusof proactvity attheendof eachepoch.
EachCTL paclet carriesa sequene numbe and
thevalueof thenew radius. Nodesreceving CTL
pacletsfor thefirst time join the proactve proto-
col basedon their distance. This enablesTAF to
effectanincreasen thezoneradiuswith overhead
proportiond to the nunber of nodesbeingadded
to the zone TAF usesa similarly low-overtead
mecharsm to shrink the proactive zone. When
the radiusis decreasedthe nodesat the edgeof

thenew proactive zore sendupdate pacletsto the
nodesno longerin the current zone. We rely on
timeous to obviate the needfor reliable broad
casts. If theseupdde paclets are dropped for
ary reasonthe nodesno longerin the new zone
would detectlink breals asothermembes of the
zore stopbeacaming to them,andnatually prure
themselesoutof the proactie zore. Overall, this
notification mecharsm enaltes TAF to efficiently
maragethe zore sizeswithout needfor areliable
multicastpratocol.

NodesuseTORA toreachthedestinationf they
residewithin its proactive zone. Otherwise they
empoy AODV to discover routes. If a cachel
route is notavailable, AODV initiatesatraditioral
route request.Wheneer an intermeliate noce in
the proactive zonefor that destinationreceves a
route requestit repliesbackto the soucewithout
further propagatingthe routerequests.In caseof
link breaks, TORA transparetty calculatesalter
native routesbasedon noce heidhts. If no down-
streamnodecanbe found, TORA dropspaclets.
Wheneer a TORA nodedrops paclets, it sends
anAODV routeerra backto thesource

Theselow-overtead mechaisms for integrat-
ing AODV andTORA provide anatural,seamless
bowndarybetweenthe two protomls. In the next
section,we evaluate their effectivenessand effi-
ciengy.

5 Evaluation

We perfomeddynamic adaptatio betweenreac-
tive and proactive routing pratocolsin a simula-
tion ervironment. We chcse the three standad
paranetersto measureperformancerouting pro-
tocds, routing cost, lossrate and lateng/ asthe
criteriafor adaptation In this section,we present
theresultsobseredwhile adaptingpasednthese
paraneters.
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5.1 Simulation Setup

We evalude the threespecializedorotomls based
on TAF usingGloMoSim[16], a scalablepaclet-
level simulator

As describedn the previous section,we sim-
ulateda routing protocd that usesAODV asthe
reactve routing proto®l andTORA asthe proac-
tive routing pratocol. The operation of AODV
wasimplenmentedbasedontheinterret draft[12].
Recentlyintroducedoptimizationssuchas gratu-
itous RREPandlocal errorrecovery werenotin-
cludedin this simulation.We implemerned TORA
asdescribedn theinterret draft[2] andmadethe
changsoutlinedin the previoussection.

Thereare numerais protacol settingsto which
the TAF frameawork is agrostic. We nevertheless
cite them for repedability. The TORA periodic
paclet interval was setto one secondwhile the
CTL pacletinterval wassetto five seconds.The
bandvidth of the physical chanmel was setto be
2 Mbps. The radio-layer emplgys a two-ray path
propagationmodelto simulatesignalpropagatian.
Thenominal transmissiomange of thismodelwas
220m correspondig to the WaveLan radio hard-
ware. We usedIEEE 80211 asthe MAC proto-
col. SincelEEE80211guarateesreliableunicast
andnoatifiespacletlossAODV neigtbordiscovery
mecharsm is notemplg/edto detectlink bre&s.

The topolog in our simulationsconsistedof
160 nodes distributed rancomly using a uniform
distributionin a squarefield of areal700 x 1700.
Eachsimulationwasrun for duratia of 360sim-
ulatedseconds.The mobility in the ervironmert
wassimulatedusinga randan-waypdnt mobility
model. According to this mockl, eachnoderan-
domly chomesa pointin the field and movesto-
wardsit atarandmly chasenvelocity. The node
pausedor aspecifiedperiodat the destinatiorbe-
fore cortinuing the samepatternof motion. In our
simulationsvelocitiesrange rancomly betweer0
m/sand20m/s,andwait timesare60second. We
chang themobility rateby varying the nurmberof
mobile nodesin the network. A mobility fraction

of 0 corresponddgo all stationay nodeswhile a
molility fractionof 1 correspadsto all nodesin
motion.

A constantbit rate (CBR) generato drivesthe
datatraffic in our simulation In eachsimulation
trial, 20 nodes attemptto sendpaclets at a rate
of two pacletspersecondo a singledestination
The sourcesandthe destinationwerechoserran-
domly. Paclet sizesweresetto 512 bytes. The
souces start transmittingfrom a time rancomly
chesenbetween50 second and 100 secondsof
thesimulation,andtermiratedatatransmissioraf-
ter250secondssending00paclets. Werepeatd
eachsimulation5 timescharging the valueof the
rancbm seed. The resultspreseted hereare the
avergyesof theseb trials.

5.2 Results

In the next few sections,we examire TAF-PO,
TAF-TLR, and TAF-LO, a family of TAF-based
pratocols for minimizing paclet overhead opti-
mizing for atargetedlossrate,andreducirg rout-
ing latengy, respectiely. We conparethesepro-
tocds to purelyreactve AODV andpurelyproa-
tive TORA, chandng the experimentalcondtions
over awide rangethatenabledothtypesof rout-
ing regimesto excd. We shaw thatthe TAF-based
hybrid pratocolsoutpeform fixed thatis, purdy
proactive or reactie, routing algoithms. Thatis,
TAF-basedhybrid algoithms perfam aswell as
or betterthanthebestof the proactive andreactve
routing protacols. Thereasorfor thisis that TAF-
basedprotacols adaptquickly andwith low over-
headto locatethe sweetspotthat repesentsthe
godd tradeof betweerthetwo routing regimes.
We presentdetailedmeasuremas to provide
theintuition behind theseresultsanddemorstrate
thecasefor hybrid routing We shav thattheopti-
malrouting stratgy oftenliessomevhere between
purely reactive and purely proactive routing pro-
tocds. We demorstratethat TAF-basedprotacols
canopeatein thisrealmbetweerthetwo regimes.
We finally showv that the modé and approxima-

11



tions empoyed by the TAF framework are suffi-
ciently accurae andeffective.

5.3 Minimizing Packet Overhead

0.4 ; ——TAF
-4- TORA
—x-AODV

per packet-hop overhead

T T T T
0 0.2 0.4 0.6 0.8 1

fraction of mobile nodes

Figure 1. Cost Adapation: Average Routing
Overhead

Figure 1 shaws the routing cost of AODV,
TORA and TAF-PO, our protacol for minimiz-
ing paclet routing ovethead. The gragh shavs
how muchextraoverheadheroutingpratocolsex-
tractedfrom the network on top of the datatraffic
by plotting the ratio of the total nunber of con-
trol pacletsto thetotal nunberof datapaclets. A
high ratio indicatesthat the routing protacol ex-
tractedalargetoll, wastingbandwidh andpower,
introducingdelay andpossiblyleadingto conges-
tion. As expectedthe TORA overheads indepen-
dentof the mobility rate,whereaghe overheadf
AODV increasesvith increasingmohility andthe
concanitantredudion in link lifetimes. Ouradap-
tive pratocol achieresa lower ovetheadthanboth
of the purerouting pratocols. At very low mo-
bility the hybrid apgoachshaows a slightly higher
overheadthanAODV becaseof therestrictionto
maintaina proadive radiusof atleastone

Figure2 providesthe intuition behindwhy our
hyhbrid approachoutpaeformstheproactive andre-
active routing algoritms. It plotsthe perpacket
overheadof different routing protacols asa func-
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Figure 2: StaticAnalysis: Average RoutingOver
head

tion of the size of the proactve zone It ex-
amines six scenaris in which varying fractions
of nodesare molile, wherethe 1.0 line corre-
spordsto the casewhereall the nodesarein mo-
tion. The right hand side of the graph corre-
spords to a purely proactive algorithm (TORA),
and shaws that its perpaclket overheadis high,

but alsolargely indepeentof the mobility rate.
The left hard side correspondsto a purely reac-
tive algorithm (AODV), and shaws that the pro-
tocd overheadincreasewith the amourn of mo-
bility in the system. The intermedate nodesrep-
resentcaseswvherethe proactivity radiusis stati-
cally setto the value shavn on the x-axis. This
graph clearlydemanstrateghatno singlepointon
the graphaccomnodatesa wide range of mohil-

ity rates. Theee is no silver bullet; a dynamically
adapive algorithmis necessarto find theoptimal
tradeoff. It is TAF's tempaoal adaptatiormecta-
nismthatallows it to shift the protacol to the ap-
propriatelocationon thex-axisandrealizeredic-
tionsin pacletoverhead

5.4 Achieving a TargetLossRate

We next examire TAF-TLR, our hybrid protool
for achieving a tamgeted loss rate with the low-
estpossibleovethead.Figure3 exaninestheloss
rate characteristicof TORA, AODV and TAF-
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TLR asa fundion of mobility. In this gragh, the
tamgetal loss rateis 5%. As expected,the loss
rateof AODV increasesignificarly with mobil-

ity. TORA, ontheotherhand,canachiese aloss
ratethat doesnot vary muchwith the amount of

mobility in the network, but this reliability comes
at the expense of over-comnunication TORA

propagatesroutes constatly and throughout the

entire network, and devotesextra bandwidh and
power to route mainterance. TAF-TLR, on the
otherhand usegustasmuchproative routingas
is necessaryo achiese the tamge lossrate. This

graphshows that TAF-TLR achieves the targeted
lossrate. Evenin the presencef very high mo-

bility, the adapive pratocol achiezesa maximum

lossrateof 4.89% .
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Figure 3: LossAdaptatio: AverageLossRate

Figure 4 provides the intuition behind TAF-
TLR’s opeation. The graphplots obsened loss
rateasafunction of the proadivity radius andcon-
firms our earlierobsenation thatthe lossratede-
creaseastheamouwnt of proactvity in thenetwork
is increased It also shaws that the loss rate of
AODV (radiwss 0) increaseswith mobility. The
loss rate for TORA (radiws 9) is quite low, and
thecurvesillustratetheoperdion of TAF-TLR. In
essenceJAF-TLR operatesy sliding the hyhrid
protacol suficiertly right to achieve the targeted
lossrate, but not too far right to avoid the exces-
sive overheadrequred by TORA.
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Figure 5. Loss Adaptation: Average Routing
Ovethead

The hiddenbenefitsof TAF-TLR areshawn in
Figure 5, which plots the routing overheadas a
function of mohility. While TORA achieves low
lossrates,it experds excessve enegy propagat-
ing unneessaryupdatesthroughou the network
whenmolility ratesarelow. AODV entailsmini-
maloverheadin suchstaticnetworks dueto its on-
demandoperdion. Again,the TAF-basedrotol
outperfomsbothAODV andTORA while achies-
ing a given loss rate. This grafh demastrates
two relatedfacts. First, no single, static parane-
ter settingis suitablefor all scenariosA beacon
ing periad suitedfor high mobility ratesextracts
too much enepy in static networks. Long bea-
coring intenas redue@ overheadout increasdoss
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rate.Secondthe TAF framevork enableadapive 012
protacolsthatcanachieve the target lossratewith
minimal routing overhead. 009 I
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5.6 Analysis

Figure6: Lateny Adaptation Averag Lateny We have shavn that adapive protocols based

on the TAF framework canachie/e goad perfa-
marce. Theseadaptve pratocolsaredrivenby the
mockl presentedn section3. Hence,it is impor-
tantto seehow well themodelis ableto matchthe
obsevedvaluesin the simulations.

Finally, we examire the latenciesof AODV,
TORA and TAF-LO. Figure6 shavs how the av-
eragelatenciesobseved by theseprotocds vary
with mohlity. As expected, AODV lateny in-
creasessignificantly with mobility. The lateny
of TORA also shawvs anincreaseat high mobil-
ity asit triesto usealternaterouteswhena paclet
dropis repated. TAF-LO achieves perfamance
thatis compaableto a purdy proactie protccol,
shaving significantadventagesover AODV. In ad-
dition, TAF-LO requresafractionof theoverhead
that TORA entails.

Figure7 shavs thevariationof lateng in static \

simulationswith no adaptation The lateny can \\\

be seento drop asthe radiusof proactvity is in- ° > " e " :
creased At lowersspeedsthereis no significan ' fraction of mobile nodes '

chang in the lateng with increaein radius. At
higherspeedshereis a smallincreasein lateng ~ Figure8: StaticAnalysis: Averag Link Lifetime
whenthe radiws of proactiity is very high We

found thatthisincreasas dueto repeatedttempts  Figure 8 shavsthevariationof averagdink life-
by TORAtofind alternateoutesastheMAC layer time obsened in the simulations.Figure9 shavs
repots pacletdoss everts. This grafh suggests averaggenumbe of route discoveriesperfomedby
thatan adaptve protacol would ideally like to be  AODV. It alsoshavstheexpectechurnrberof route
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Figure10: CostAdaptdion: RoutingOverhead

discoveriescompuedfrom the obsened valuesof
A, averagdink lifetime. Thefigureshows thatthe
expededvaluesmatchegyuitecloselywith theac-
tual obsered valuesexceptin the caseof no mo-
bility. Thisis becase A valuesof 360seconds is
usedinsteadof co.

Figure 10 shaws the routing overeadof the
costadaptve routingprotocd alongwith the min-
imum valuesobsered from the simulatiors with
staticvaluesof proactive radius.Theadaptve pro-
tocol closelyfollows the patternof the staticval-
ueseven perfaming bettersinceit is ableto dy-
namicallyadaptandhencefind alower minimum.
This graphillustratesthat perfaming costadap-
tation basedon the analytical mocel is quite effi-

cient.

6 FutureWork

In this paper we treat the adapation for differ

entdestinatios indeendentof eachotheranddo

nottake advantageof comnonality in thenetwork.

In the presene of multiple destinatios, the over-

headof maintainingproative zones canbeshared
wheiever the zonesovelap. Conseqgeantly, we

coud achiere further minimizationof the routing

overheadby coalescingpaclets. Further the pe-
riodicity of the proadive pratocol could itself be
adapedbasednthemobility in thenetwork. This

coud further lower the costof proadive routing

pratocolsandfacilitate greder optimization The
TAF framework providesa foundationfor study-
ing suchoptimizatiors andadapt#on strateyies.

7 Conclusions

In this paper we presentedh framework for dy-
namic adaptatiorbetweenproadive andreactve
pratocols. Our quarnitative measuremants shov
thattherearemary combirationsof mohility and
traffic patterrs where the optimal routing strat-
egy lies betweenpurely proadive and purely re-
active protocds. Our framework enableghe con-
struction of routing algoritims that can opeate
betweenthesetwo extremes. Our framework is
gereral, effective and efficient. It enablediffer
entnodeson the samenetwork to vary the comb-
nationof proactve andreactie routing protccols
accodingto entirelydifferert metricsof theirown
chdce. We outlinedthedesignof threespecialized
pratocolsbasedon this framewnork and evaluatel
their perfamance In all casesadaptie protacols
basednthe TAF framewnork areasgoad asor bet-
terthanpure routingprotomls. Overall, thereis a
large spectrunof designpoints betweerproactve
andreactve protocds. The TAF framework en-
ablesfine grainexplorationof thefull spectrum.
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