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Motivation

This work was supported in part by NSF grant IIS-0713185 and Intel Corporation

• 3D reconstruction techniques 
   increasingly powerful 
   (e.g. [Agarwal et. al. ICCV 09])

• Idea: Use reconstructred 3D models to register (and localize) 
  new query images

• Can estimate camera pose if can find enough matches between
  model points and image features

Model Compression

• Images & model points form visibility graph -- bipartite

• Find the most compact subset of model points that “cover” all the 
  images a given number of times
• Equivalent to set (multi)cover problem
   - In our case, multiplicity = 100

Prioritized Matching of Model Points to Image Features

Experiments Visualization of registration and localization

Sample images

• Conventionally: match query image  features to model points (”F2P”)
• Our approach: match model points to image features (”P2F”)
   - Advantage: Exploit model’s structural information
• When a model point is matched (to some feature in the query image), 
   boost the priority of its “nearby” points

• Choose model point with highest priority as next match candidate
   - Initial priority ∝ degree (i.e. visibility) of the point
   - A highly compact “seed” set is considered first
   - Stop after N matches found  (N=100 in our case)
• Benefits: 
   - Finds  true matches more quickly
   - Help avoiding false matches
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