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ABSTRACT vide scalability, load balancing, hot stand-bys and desast
Cloud computing carries the promise of providing powerful€COVEry mechanisms to provide availability, and messpgin
new models and abstractions that could transform the way [ffTastructures to support integration across multiplpliap-
services are delivered today. In order to establish thei+eadions and external third-party services. In addition, segu
ness of clouds to deliver meaningful enterprise-class H sePfivacy and isolation guarantees as well as full-scale 4TIL

vices, we identify three key issues that ought to be adddesse°MPliance [14] for infrastructure and application moriitg,
as first priority from the perspective of potential cloudnsse Problem determination, and change managementare required

how to deploy large-scale distributed services, how tovgeli While some of these requirements may be desirable for indi-

high availability services, and how to perform problem resoVidual usersif made affordable, they are absolutely maglat

lution on the cloud. We analyze multiple sources of publiclfO" €nterprise users. o ,

available data to establish cloud user expectations and com 1€ @pproach we take in this paper is to assess and under-
pare against the current state of cloud offerings, with agoc stand the readiness of cl_oud computing. Rather than enumer-
on contrasting the different requirements from two clases at€ @ broad set of requirements, we focus on three key re-
users — the individual and the enterprise. Through this pr&u[rements. Our_ selection of reqwrements is driven byr.pno
cess, our initial findings indicate that while clouds aredgea 112ing the most important questions from the perspective o
to support usage scenarios for individual users, theretiire sPOtential cloud users: how to deploy large-scale distetut

rich areas of future research to be explored to enable clougrvices on the cloud, how to deliver high availability sees

to support large distributed applications such as thosadou USing clouds, and what to do when there are problems with
in enterprises. services running on the cloud. We note that business require

ments such as cost are a common concern, but pricing models
have been extensively established in previous work [11] and
1. INTRODUCTION are not further discussed in this paper.

Cloud computing has recently gained significant attention In order to answer our three questions, we use publicly
from both industry and academia. While there are many de#ivailable data to establish the current state of the cloud an
initions of cloud computing, they all embrace these key €hacompare it against cloud user expectations. In addition, we
acteristics: the ability to deliver IT services at a lower-ba discuss areas of future research to accelerate the adaftion
rier to entry in terms of cost, risk, and expertise, with ligh clouds for all classes of users. Our goal is to raise and siéscu
flexibility and better scaling on-demand. Many cloud earlyhese research directions rather than provide specificenssw
adopters that started from scratch without any pre-exjstin ~ or final conclusions. These are wide open areas that deserve
frastructure have had great successes in leveraging these attention from the systems community.§2, we look at how
pabilities to deliver services [13]. In addition, cloudsvba to deploy large-scale distributed services on the cloudeemd
also had much success in delivering short-term uses ank batdyze the deployment building blocks available from vittua
applications such as indexing the New York Times’ newspaappliance marketplaces. Service availability expeatatare
per archive [17]. These successes demonstrate poweréid cloexplored in§ 3 using Website uptime monitoring data.d#,
capabilities that could be leveraged to deliver servicestimuwe mine discussions on cloud user forums to better under-
faster than any of these users could have achieved if they haigind the problem resolution processes on today’s cldusls.
to build out their own infrastructure. Despite these susess summarizes our findings and provides initial answers to our
some potential users particularly enterprise are gragplith  bigger question: are clouds ready for individuals and enter
if and how they can use the cloud to deliver their services. prises to use?

In this paper, we take a step towards understanding and
resol\_/lng s”()me of these uncertainties. We examine Clougl SERVICE DEPLOYMENT ON THE CLOUD
Readiness” —whether or not clouds are ready to deliver mean-
ingful IT services from two user vantage poinitsdividual/small I this section, we study the readiness of clouds for deploy-
customers anthrge scale commercial enterprise customers. ing large-scale IT applications. First we examine the aurre
Individual customers typically have simple IT servicestthastate of the art in service deployment, particularly logkan
leverage standard components such as LAMP stacks and pg@mmon application building blocks orimages ready to be de-
haps three-tiered architectures. To contrast, enterptise Ployed in the cloud. We then discuss future work that could
tomers have additional performance, availability andatmitl ~ Make the cloud ready for large distributed applications.
ity requirements on top of these simple architectures arad a .
result have much more complex larger-scale distributed s -1 Current Practice
vices. For example, enterprises leverage clustering te pro The deployment steps in a cloud are similar to the tradi-



mBase OS O Middleware § Application

dencies. The concept of provisioning a complex application
N based on single images has been commonly referred3eras

vice Composition. For example, RightScale [6] and 3Tera [5]
provide provisioning capabilities beyond single VM deploy
ment, specifically multi-tier image provisioning to supipte

o aom aom som an won eom  7on mom oo aoose composition of complex applications and customer data-load
Figure 1: Amazon EC2 Public AMIsand VMWare Mar-  ing. While capabilities in this area are emerging in the trigh

ketplace Virtual Appliance Categorieson March 23,2009.  direction, it is still an open space to turn these capaeditnto
accepted common standards.
tional non-cloud practices, usually including hardwarel an

software procurement, base OS installation, middle-wace a . . . .
application provisioning, customization and data Ioadtg>ud52'2 Ch?‘”e”g% in Deploying Enterprise Appli-
simplify these steps by providing automated provisiontigw- cations
ever, exactly which steps are automated and to what extentln this section, we look at two additional challenges that go
depends on the type of service abstraction used by the clobdyond the above challenge in service composition. Particu
provider. For example, infrastructure as a service prasidelarly, we discuss one of the largest barriers for enterprise
like Amazon EC2 [1] automate procurement, base OS artchnsition their applications onto the cloud. In additionce
some monolithic middle-ware provisioning, while platfoa®m services are running on the cloud, we look at how to accom-
a service providers such as Google App Engine [3] includmodate service changes by providing re-provisioning céypab
middle-ware by default. Going further up the stack, sofavarities.
as a service providers such as Salesforce [8] have applisati A major barrier for enterprise cloud adoption is how to
ready for use. Depending on the type of user, the extent tfansform an existing enterprise service deployment irctoad-
the automation in each of these steps is also important. Arased deployment. Take an example of a multi-tiered web
enterprise user may want automated support for distributesgrvice deployment with extra components such as directory
multi-tier multi-node applications whereas an individuaér service and messaging service integration. Migrating sunch
may be satisfied with monolithic base image provisioning. application into the cloud presents a few technical chgksn
Applications are commonly deployed on a cloud using virworth further exploration. First, prior to migration, a tho
tual appliances as building blocks. We study two prominerdgugh understanding of the existing architecture is regqllire
community sources, public EC2 Amazon Machine Images (AMiluding what components are involved, their relatiopshi
and VMWare Virtual Appliance Marketplace [9], to under-and how the configuration of such relationships are achieved
stand what type of virtual appliances are available foragpl One would expect the application owner to know this infor-
ment today. We took a snapshot of the images available onation. In reality unfortunately, application owners mat n
March 23, 2009 and categorized them based on their typésep track of all detailed information. Personnel chandgss a
We find that most of the available images are for base OS aadd to the complexity of keeping the architecture documen-
common applications as depicted in Figure 1. There are a t@ation up to date. Dependency graphs have been used in per-
tal of 51 images offered by Amazon EC2. Based on imag®rmance debugging for distributed systems [12, 10], how-
names, 51% are OS (Fedora core, Windows), and 41% ageer, dependencies for migration may need to be more defini-
common middle-ware (Apache, TomCat, mySQL) or combitive and may require discovering full configuration of all of
nation images such as Fedora core with Apache and myS@é&levant components. Second, migrating business-dritfca
(LAMP stack). In VMWare Marketplace, there are a totalplications impose constraints on downtime as any downtime
of 1105 virtual appliances. Using VMWare’s categorizationwould cause a significant loss to the enterprise. Therefore,
base OS and middle-ware images also dominate similar to time migration for such an application is desirable. Though
EC2. While monolithic images satisfy many use cases partitive migration in LAN environment has been a mature pro-
ularly those required by individuals or small businesdes,d  cess, migrating into cloud from an existing data center may
is little automated support for putting together multiphe-i  not necessarily meet this requirement. New technologigs ma
ages to form complex services. need to be invented to overcome limitations in network band-
In large-scale enterprise applications, multiple VMs anme width and latency as well as maintaining the liveness ofitlie
monly deployed together to support a single application teessions.
address scalability, load balancing, and availabilityuiss; Second, while provisioning is often thought of as a one-
ments. With growing interest of enterprise customers, we exime event, re-provisioning to accommodate changes iharat
pect to see pressure on clouds to go beyond monolithic basemmon operation. The complexity of enterprise appliceio
image provisioning to support automated large distribste usually evolves over time to accommodate new business re-
vice provisioning. Therefore deploying such applicatimmsild quirements and new technologies. For example, a simple 3-
need additional capabilities such as the ability to: (i)resg tiered web deployment may change to a complex multi-tiered
relationships among these VMs denoting the dependenciesdgployment when new components such as directory service
configuration time and at running time, (ii) compose complefor user verification and messaging service for collabeeati
deployment from single and already built set of VMs, and (iii questioning are added. Deploying such a system in a non-
instantiate the deployment based on the above stated depeloud environment usually requires manual dependency dis-




covery and manual configuration in each of the system cor &% S bF ¥
ponents. However, once services are running on the clot *® FH SH FE
such manual efforts are not in the spirit of cloud’s autordate
provisioning capabilities. The challenge for cloud prarisl 0wl &
to support these evolving deployments is to enable simp& i
ways to express service-level relationships and logicpstp
changes, and automatically re-provision or map services
a standard set of system-level components (i.e., basebirtt™ o
machine images). This will likely require that cloud proeid
maintain a set of standard images that can be customized :
cording to meta-data/configuration specified by cloud user -
However, what qualifies as a standard base image, a custom

tion, and a way to put together these base images remains
open area.
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3. SERVICEAVAILABILITY ONTHE CLOUD Figure 2: User expectations of service availability.

A key concern for users when considering deploying ser-
vices on clouds is the availability of their services. Insthi
section, we look at cloud providers’ service level agreemein their names and have at least 2 years of monitoring data
(SLA) and establish cloud users’ availability expectasiofhen to avoid bias against any start up hiccups. For enterptassc
we discussion future directions to enable cloud users tieaeh cloud users, we look at the availability data of five well-kmo

higher availability. Internet services that have large-scale multi-tier irtfres
tures: Amazon, CNN, Ebay, Walmart and Yahoo. We expect
3.1 Cloud SLA Coverage enterprise services to have similar high availability riegu

In order to better understand the cloud provider's scope &fents to these enterprise Websites. We compute downtime
responsibility, we map cloud SLAs to known classification oPased on the method defined in the EC2 SLA as the total of
root causes of Internet service failures: human operar, (i number of minutes the site is unavallablg for events lasting
configuration error), hardware, software, environmergi f 10nger than 5 minutes over a 1-year period. Shorter events
ures, server node failures, and network failures [20]. EG2 e are not considered as dowr_mm.e_. Note th_at Pingdom measures
poses a virtual hardware abstraction to its users with an SL{e¢ end-to-end service availability, of which cloud SLAdyon
that covers all hardware, network, and environmentalfedu Provide partial coverage and are at best an optimistic upper
This leaves two causes of failures that need to be manag@@und to the overall end-to-end availability. _
by the cloud user: operator node failures and software nodefFigure 2 depicts the availability of each of these sitesffer t
failures. Projecting what would likely be covered in a fgtur Past two years 2007-2008. The first five sites are individual
Google App Engine SLA based on its programming languaggt€s. having 96.350% to 99.993% ava_|lab|_I|ty with an agera
API that does not allow users to directly control the infrast ~ Of 99.368% or over 55 hours of downtime in a year. The EC2
ture, Google would likely manage all causes of failures pkce SLA provides higher availability at 99.95% or roughly 4 heur
for those made by the cloud user in developing the softwafd dqwntlme. If mfrastruc_ture problems are the main causes
running on the cloud. Putting this into context, if the thhee  Of failures, the average site could substantially benefinfa
ternet services studied by Oppenheimer, et al. [20] wereto Kigher level of availability on the cloud than what they may
delivered on EC2, the percentage of failures that would haf¥Ve using their own infrastructure. _ _ _
had to be resolved by the cloud user would have been signif- On the other hand, there is a significant gap in service avail-
icantly reduced from all failures to 24%-79% of the failures@bility between well-provisioned enterprise services iané
Cloud users can take full advantage of cloud SLAs and fociddual services. This is not surprising given that entesgsi

on resolving a much smaller set of failures. invest significant resources in managing their servicese Th
availability of the last five enterprise-class servicesigufe 2
3.2 User Expectations of Availability range from 99.962% to 99.999%, with an average of 99.987%

vailability or only an hour downtime in a year. Enterprise

sers could see up to 4-times their typical downtime if they
were to deploy their services on a cloud. This could lue-a
terrent for enterprise users from adopting the cloud until SLAs
are a closer match to their current operating level.

Given that many availability problems could be handled b
cloud providers, we next examine whether or not the level
availability in today’s cloud SLAs meet users’ expectation
We first establish users’ expectations by looking at theemtrr
state of service availability of two classes of potentialucl
users: individual and enterprise users. We analyze menitq . . . S e
ing data collected by Pingdom [7] that tracks Website perfmé'3 New Directionsfor Higher Availability
mance from many different vantage points every monitoring In this section, we look at what would be needed to get
interval (i.e., 5 minutes). For the average individual usgr cloud-based services up to and beyond the level of avathabil
randomly selected as representatives five sites that uge 'orequired by enterprise users, by discussing the need for new



and easy-to-use high availability solutions. cloud is supported by today’s technology, migrating to a dif
First, we explore the technical differences between indivi ferent cloud is a rich open area. We believe that there are
ual vs. enterprise sites that result in the observed gaprin sénteresting design and architectural issues that couldube f
vice availability. The key difference is enterprises’ ediwe ther explored to enable capabilities such as live migration
use of scaling architectures such as content delivery mkgyo the cloud, whether they are to be used by providers under the
HTTP front-ends, and load-balancing at various levels.[16Fovers or by users through cloud APls.
Cloud providers have taken large steps to reduce the barrier
k_)y providing ready-to-use bU|Id|_ng blocks such as contentd 4 SERVICE PROBLEM RESOLUTION
livery networks [4], load balancing components [6, 5, 1Jdan o o )
automatic scaling [1] to all users. However, the key chajen Problem determination and resolution in IT environments
is how to make the enterprise-level expertise to architedt a @S been a long-standing challenge. Cloud computing adds to
put together those blocks equally widely accessible. Fer ef® complexity because cloud providers are handling ahieft
ample, under which system conditions and workloads wouljfrastructure management tasks and giving users an abstra
a content delivery network be a superior architecturaltamu 10N that hides operational deta|l§ from higher-level apl
than automatic scaling? Or when does it make sense to J&S- Therefore, this limits users’ visibility and capitpito
load balancing and what kind of load balancing? If one coulf€rform root cause analysis for applications when incislent
encode such logic into a set of templates and rules based B@PPeN- I this section, we look at the current state of the ar
system conditions to automatically leverage the apprtrpriaand fl_Jtur_e areas of research to see through the layers of ab-
architectural solution in a way that it could be easily reliseStraction in order to perform problem resolution. We focos o
by different cloud users for their services, we would be geEC2 as the primary data point as it has a strong user commu-
ting closer to commoditizing the delivery of highly availab Nity that is creating early best practices in this area. We no
services on the cloud. that our discussion applies to both class of users, indalglu

A second direction going beyond the scope of one cloud & enterprises, as both require problem resolution caifiabil
to ex_tend high availability archltectures across dl_ffemqud 41 Current Problem Resolution Practice
providers. Compared to the first research direction digzliss
above, this direction is in its infancy both in terms of thette ~ EC2 provides two options for problem resolution: premium
nical components and the expertise. Individual cloud gters paid supportor free user discussion forums [2]. With premiu
are likely to focus on increasing the performance and stabigervice, users are able to access a Web-based ticketirgrsyst
ity of their own clouds in order to provider higher levels ofand get one-on-one support. Amazon also provides client-
availability in their SLAs. However, cloud users would likeside diagnostic tools for premium users which collectsrinfo
the flexibility to take advantage of multiple providers te in mation about the client environment. Output files of these
crease their service availability. For example, when onaa| tools can be share with Amazon’s support team on a problem
has a problem, services can automatically fail-over tofedif ticket. However, the actual problem determination practic
ent cloud without any impact on overall availability. Theyke still requires manualinformation sharing and collaboeate-
challenge is to establish mechanisms and provide a commBHgging between users and Amazon. Moreover, cloud APIs
API or framework that would commoditize the constructiorfack automated report or query mechanisms that would allow
of high availability services delivered across multipleurds. ~ Users to get more information about their instances and thei

Lastly, an equally important research direction is to depel related hardware status. The most relevant EC2 API| — the
new virtualization technologies that support higher afill ~ €c2-describe-instances call provides instance running state.
ity. Cloud providers have yet to take advantage of recent adhe recently-introduced Amazon CloudWatch provides cus-
vances in virtualization technology that could be used to byomers with monitoring metrics such as resource utilizatio
pass problems in a manner that is transparent with little @nd operational performance of individual instances. How-
no impact on service availability, eventually leading t@{r €ver, this information has limited use for problem resalnti
viding higher SLAs. For example, live migration [19, 15]as it does not expose information about the instances’exiter
enables the movement of a running virtual machine to a diflependencies on the shared infrastructure such as thephysi
ferent physical location. This capability can be applied t&erver or the network.
many of the problems reported on the EC2 cloud user fo- In order to understand the problem resolution process, we
rum to avoid down time. For example, today when cloudnine all active discussion threads from the EC2 forum be-
providers need to perform fixes or maintenance on a phydween April 1-7, 2009. We classify the 139 threads into one
cal machine, they inform users to shutdown and reattach th@f three possible categories: Feature Request, How To, and
instances to a different location. Instead of incurring/er Problem. Table 1 shows the number of threads in each cate-
down time, cloud providers or users could use live migratiogory. Feature requests such as “instance type needed"rtccou
to move the instance while still running. Another example igor 10% of the threads. More than half of the threads fall un-
contention on a physical machine where one user’s instanger HowTo/Info where known solutions or best practices are
could be over-consuming shared resources [18]. Other usdliscussed. And about 34% of the threads fall under the Prob-
could migrate to different physical machines to avoid pootem category. Each problem thread starts with a clear pnoble
performance. While migrating to a destination in the samgtatement such as the symptoms listed in Table 2. Of the 47

problem threads, 5 had no follow-up resolution, 30 were user



errors resolved by suggestions from other users or the AniaEroblem

zon support team, and the remaining 12 problems were E

| Symptom

| Root cause / Solution |

r4nstance problems

. . Shut down e Could not shut down, status| e Hardware problem
errors including hardware problems, system bugs, or outage hangs at “shutting down” « Reason unknown
ultimately solved by Amazon’s support team. Inaccessible | e Instance down e Access point bug

unreachable e Reason unknown
Feature | HowTo/ Problem Died e Instance died, up after reboot ¢ Reason unknown
Request Info Cloud Err | User Err | Unknown Launching e Console hangs at “runn- e Used wrong key file
14(10%) | 78 (56%) | 12 (25%) | 30 (64%) | 5 (11%) ing local boot scripts...” e ec2config failed

e Status shows “running”

e Reason unknown

but no console output
| Elastic Block Storage(EBS) problems

In Table 2, we categorize the type of problem based on thé‘tach 't':ta" toha“a"h bt?lt o
manifestation of the symptom and present the top three atpgee f?:;‘,fnsot"dﬁfe?f;‘;‘atjs 5
eas: (i) problem with specific user instance, (i) elastichl “deleting” for hours
storage service that provides storage for the instancejignd
security problem. Next, we make several observations abqut"2PS°t
the nature of the problems: when the problems happen, h
the problem determination process works, and what additiorf Authorization | e All ports opened
data is needed to perform the diagnosis. Login o Unable to login

We see problems happen at multiple phases in the service
management lifecycle. Several problems occur atsthéce
on-boarding stage such as unable to launch instance, failure
to attach EBS, or unable to login. In addition, there are failis it my problem or is it your problem?” would greatly sim-
ures duringday-to-day operations as well such as instance pjify the process for both parties. In fact, for 64% of the re-
unreachable, instance died, or authorization problemtly.as ported problems which are user errors, cloud providersccoul
we see problems with deleting or shutting down instances g{en skip participation in those discussions if users cthech-
the termination phase which are unique problems for clouds. seves verify that the pieces of the cloud infrastructua e
Note that users are charged based on usage, therefore, sypming the users’ instances are operating without indiden
porting clean deletion is a requirement. _In addition, this verification makes it faster for users to do

We also make observations about the problem resolutigftohlem determination. More detailed information is usefu
process. First, similar symptoms such as failure to launeh i particularly when there may be underlying problems with the
stance could be manifestations of different root causes th@frastructure. However, the challenge is that the infctiome
could be on the user side (wrong key file used) or the cloughs to come from both the user and the provider. In almost all
side (EC2’s configuration service failed). Without suffitie of the discussions, user activity logs were useful in pringd
visibility on both ends, problem determination is left to usergpecific information about user operations that did not suc-
and cloud providers to request additional information frongeed. In addition, the topology of the users’ services which
each other back-and-forth with some amount of trial and egould span multiple instances would also be needed in order
ror until a root cause is determined. As an example, we Wally map to the underlying infrastructure. From the provider
through one thread reporting that an EBS volume is failingjge, status information of the infrastructure associatitti
to attach to an instance. The thread starts with the problefRe yser's services is also critical. This information may i
description by one user and evolves into a 23-posting discugiyde hardware status, network capacity, connectivity, et
sion involving 9 users, 5 of which observed similar problems - Another important issue is to develop mechanisms to en-
and 2 members of the EC2 support team. The EC2 team rgyle sharing of such information between the multiple parti
quested additional information from users such as commangie information in its raw state may be sensitive. Exploring
that were used to attach the EBS volumes, specific volunigyy to cleanse that information such that it could be apgropr
names, and their locations. From that, we speculate thyt thgtely shared is an interesting area of future research. henot
used that information to guide their examination of thernte possiple direction is to develop new mechanisms or APIs to
nal EC2 logs. They eventually identified that the problem wagnaple cloud users to directly and automatically query and
localized to a subset of compute hardware and advised Usgfsirelate application level events with lower level hardsva
to launch new instances as a work-around. information to better identify the root cause of the problem

4.2 Peeling Through theL ayersof Abstractions

Given that the risk is shared between cloud providers ar@ SUMMARY
users, it is desirable to be able to determine clear ownershi In this paper, we have looked at answering three pressing is-
of responsibility when problems occur. Next, we discuss paues that are important to cloud users to determine if and how
tential research areas that could help to ensure ownerstip ahey will embrace clouds as the new delivery platform foirthe
provide stream-lined support for problem resolution. IT needs: service deployment, service availability, andise
First, we discuss what information is needed for problerproblem resolution. We use publicly available data, and loo
resolution. At the most basic level, an answer to the questiat these issues from the perspective of two very differqresy

Table 1: Categoriesof EC2 forum threadsin one week

e EBS software bug

e Connection problem
e Communication delay|
e Dead instance

e Status not updated
correctly without cause

e Pending for hours

wgecurity problems

e Reason unknown
e Reason unknown

Table 2: Description and solution for top problems.



of potential cloud users — individuals and enterprises.

We find that current deployment mechanisms focus on mono-
lithic systems, with some initial support for some entesgri
style application underway. Future work for better support
of large-scale distributed architecture including mignatof
legacy applications onto the cloud, and more flexible compo-
sition of basic system components especially when re-piawing
of an existing system is needed.

Service availability is also a developing area as clouds are
beginning to offer SLAs to its users. For individual users,
the availability levels in the SLAs may already be reason-
ably sufficient. However, raising the availability levetsdru-
cial to attract enterprise use. Exploring mechanisms to en-
able higher levels of availability such as advanced virtual
ization/live migration capabilities could be beneficialtoth
classes of users.

Lastly, for problem resolution, we find that the current man-
ual process both classes of users faces scaling challehges.
is critical for cloud users to obtain enougtsibility into the
cloud infrastructure to identify the root cause of problekive
hope to see providers offer more automated support mecha-
nisms to facilitate better problem determination, and imtu
spur larger-scale adoption of cloud computing.
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